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Earlier least squares treatroents of the fitting of a straight line when both variable:; are subject to errors arc goner. 
atiz.ed to allow fo~" correlation of the ,: and y errors. The mcthod is illustrated by refi~rence to lead isochron fitting. 

It ,has been shown that when both x and y coordinates are subject to errors the slope of  the best straight line on 
a plot o,fy versusx is given by a root of  the "least squares cubic" equation, assuming there is no correlation be- 
tween the x andy errors (York ill.; Mclntyre, Brooks, Compston and Turek [2] ). The least squares cubic may be 
reduced algebraically to a quadratic equation (the "'least squares quadratic') whi.ch may be solved in the usual 
f;~shion for quadratic equations However, it frequently happens in practice that the error in the y-coordinate of 
a point is correlated with the error in the x.-coordina~e. In such circumstances the least squares cubic and quadratic 
equations should be used in generalized forms. It is the purpose of  this communication to gi~e such generalizations. 

Two equivalent approaches raay be adopted, corresponding to the two different starting points adopted in the 
uncorrelated-errors case by Yori~: [I]  and Mctntyre et al. [2].  Firstly one may begin by minimizing the expression 

S : ~i {¢~(Xi)(xi "" Xi)2 - 2 r i ~ Y i )  (xi - X i ) ( Y i -  Yi) + ~ (Y i ) tY i -  ),,i)2 } ( ~ ' i  ( I )  

:~ubject to the requirement 

Y i = a + b x i  , i = l , . . . , n .  

Xi, ¥i are the observations, xi, Yi are the adjusted values of these, t~(Xi), ¢o(Yi) are the weights of the various ob- 
servations, and the r i are the correlations between the x and y errors. Alternatively one may start by minimizing 
the expression 

S = ~i Z i ( Y i -  bXi - a)2 ,  (2) 

where 

' ~ (Xi )~(Yi )  

z ~ = b2 ,~( r ~ ) + ~ (  x d - ~-b, i v ~ ) ~ )  " 

Pursuing the an~ysis we find Ihe following generalized versions, for the case of  co~related x and y errors, of the 
least squares cubic and quadlati¢ equations, either of  which may be solved for b to yield the best slope: 
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all,d 

whore 

z T u i l  ~ ,---, z .  r . v [  bs T z ~ U ~  b ' r ~  , , , 2 , • . . . .  

_b E~_~ ZiU'~._2 =g2riUiVi '~'~IZ~If~ 1 ~i ZiUiVi_s2~riVe =o ' 
' i ° i  T - ~ i )  a + " i °i  

b2 ~ Zi2 L~(X/) '~i J • f ~ o ( x ~ ) J  - -i  " z 7  L~~,.)--~'fJ = 0 ,  

(3) 

(4) 

x= Tz,Y,,Tz, 
The similarity between expression (3) and the uncorrelated least squares cubic equation is striking anti the urn:or- 
related equations may be immediately obtained from eqs. (3) and (4) by setting r i = 0. It migllt be noted that the 
best straight line goes through (,~. ~ when X and Y are defined as above. The slope of the best straight line may 
now be written as a root of eq. (4) as 

"- i" - '  L~o(Yi) a~(Xi)d - i 

' ,m 1/- : t 

• LD-(Y-TJi) o, a / I t "  ,' z7 L~-~)  7/ a] , (5) 

U i, V i and Z i contain b, of course, ao the solution is obtained by iaserfing an approximate value for b irto these 
terms and calculating a new b from eq. (5). This new b is then inserted into the U i, V i and Z i and a better value 
tbr b is recalculated from eq. (5), reiterating until the calculated best b no longer changes, to the degree of act:u- 
racy desired. 

The correlated least squares qt~adratic may alteraatively be solved by analogy with the method used by William. 
son [3] for the uncorrelated least squares quadratic. In thi~; case the best slope may be found t'rom the equauon 

[ Ui b V  i r , l / i ]  ~ zi v, - - ~  + 
• ~(Yi ;  ~(X,)  a i 

o= ~ z ? q  r u, by, ~,_v,1 . ~6) 
• I.a,-~r,-i+~'(x,---3 - o,  a 

Again an approximate slope is inserted where necessary on :he right hand side of the equation and h is calcuhHed. 
This new b is re-inserted on the right hand side and a better b fomrd, and so on. Compuier calculations show fl~at 
eqs, (5) and (6) yield identical solutions for b, as they should. The hest intercept, as usual, is found from the 
equation 

a = Y - b X .  (7) 

The x and y residuals in the present case are given by 
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and.  

where 

Zi(a + bX  i - YiXei -. b ~ ( Y i ) )  (8) 

Z i(a + b X  a - Yi)(w(Xi)  -- bci) (9) 

j l  y (×i,Yi) t" 

i / J o  Y) 

p~;~ga x 

Fig. L P is the observed point, Q is the true point. Fig. 2. (X i. Yi) is the observed poillt, t ¢i. Yi) is tile adjusted 
point on the best straight line "12". 

¢i = ri°ti - 

These expressions reduce to those given in York [1 ] when ri is set equal to zero. 
A simple pictorial H~ustration of how the above methods work is now given. We will take as an example the 

classic method of calculating file age of tile meteorites, and by inference the Earth The 207pb/204pb and 
206pb/204pb isotope ratios are measured in stone and iron meteorites and ,Lese da ta are plotted a sy  versus x. 
The uata define a linear array a~,d the "age of' meteorite tbrmation'" is calculated (trader several assumptions) 
from the slope of the best straight line through the data. Consider one such (207pbf204pb, 206pb/2°4pb) point, 
as shown in fig. I. The ac~oal llne on which the meteorite points would fall if  there were no errors of meast~re- 
menl is also drawn in the figure, The actual observational point we are considering does not of  course fall on this 
line because of experimental error. Now in the mass spectrometric analysis in which the 207 pb/204pb and 
2°6pb/2°4pb raiios were determined, the 2°4pb ion beam would be an order of  magnitude smaller than the 207pb 
and 206pb beams. The 2¢~4pb beam would accordingly be measured with far less precision than either the 2°~pb 
or 2°6pb beams. The errors in the 207pb/204pb and 206pb/204pb ratios are therefore due ahnost entirely to tire 
2°4pb error. I f  the same 204pb rneasuremern is used in ca]culating both the 2°7pb/204pb and 206pb/2°4 Pb ratios, 
then the x and y errors or the point will be very highly correlated. I f  the 207pb and 2!t6pb bearns are essentially 
free fn;na error of measurement and all the error in the ratios is due to 204pb error then the x and y errors will be 
perfectly correlated and we would have r. = 1 and we will assume this to be the case in our illustration. Under 
these assumptxons, let us sup,pose that the 2°6pb/'~°4pb value of the point shown in fig. 1 is in error by an amount 
a due to 2°4pb error. TheJ~ the 207pb/204pb value will be in error by the amount (207pb/206pb) X a because of 
the same 2°4pb error. From fig. I it is therefore immediately apparent that the observation point is shifted from 
the true value along a line whose slope is equal to the value of  the ratio 207pb/206pb. This error line is known to 
lead isotope workers as the "204 error line". Our method of least squares fitting should therefore adopt a line of 
adjustment whose slope equals [hat of  the "204 error line": i.e., each data point should be adjusted according to 
our least squares method along a line of slope (2°7pb/206Fb)i, the value of this ratio for the ith point. That the 
method described in the earlier part of this communication does in fact achieve this may now be readily shown. 
In fig. 2 "~" represents the best straight line as found by the method of  this paper; ( X  i. Yi) is an observed point 
and (x i, .vi) is the adjusted va.Oue: "'L" is the line of  adjustment joining (Xi, Yi) and (x i ,Y i )  whose slope we wish 
to show lhas the value (2°Tpb/206pb)i. By simple geometry 
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Yi - Y i  v-residual ce (X i )  - hc  i 
slope o i l  = ",7---'- ='----:'7--~, = (10) 

~ t i - x  i x-resmuat c i - b~o (Y i )  ' 

from eqs. (8) and (9). in our particular example the x and y errors of any one f:.oint are perfectly correlated, so 

slope L = x / ~ ( X i ) c o ( Y i  ) _ bco( y i  ) = F ~ (  Y i )  " 

But, as we have already seen, 

error in 207pb/204pb 207pb/206p b , 
error in 2°spb/2°4pb 

and since the weights are inversely proportionr.a to the squares of the errors we have 

]/---~(X--_~. ~/) = 207pb/206pb 
V~rj) " " 

.'. the slope o i l  = 207pb/206pb. 
Thus tile method of  fitting given in this paper causes the points to be adjusted along lines of slope (207 pb/2tlfPb)i. 
which is what our earlier considerations led us to require. 

Eq. ( I0)  is the generalized version of eq. (2)in York [4] which was given by Deming [51. 
The standard errors in the slope (cq~) and intercept (aa) are found by the usual method of partial differerLtiation. 

Reasonable approximate values for these quantities are given by the expressions 

. l >  

a a = o ~ / ~ Z i  . (12) 

'I'Ve exact expressions are long and .:Ire given in tile appendix. 
The ;.:!nlmized quantity ,S' has a X 2 distribution and the goodness; of fit of  the points to tile line is found by 

reference to X 2 tables. On average S should be about n - 2 ,  where n is the number of points plotted, if the points 
'do fit the line.. If it is desired to incorporate in the error estimates some measure of the de~ree of scatter of the 
points about the best line, the values ff~r o" and a b calculated from expressions ( l 1 ) and (I 2) may be multiplied 
by { S / ( n - 2 ) } ½ .  More elaborate analyses ~ variance along rite lines of Mclntyre et al.[2J may be adopted if desired. 

Recently Brooks, Wendt and Harre [6] have given a method for least squares fitting of a straight line and have 
applied it to the fitting of  Rb-Sr isochrons and suggested it is a suitable approach to fitting lead isochrons. Exami- 
nation of the quantity minimized by tllese investigators shows that they have minimized the quantity we have 
called S in eqs. (1) and (2) i f r  i is set equal to -1. Their method, therefore is the correct one to adopt whan r i is 
in fact equal to -1, i.e., when the a t and y errors at each point are in perfect negative correlation. This is, however. 
not the case in Rb-Sr and Pb isoehron plotting. 

Numerical considerations will be given elsewhere. The computer programme which carriers out fitting acc~:,rd- 
ing to the above treatment is available on request. 

Appendix 

The exact standard error in the slope, Ob, is calculated in the usual way f, .~m the expression 
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where q represents the left hand side ofeq.  (4). 

a~: [b2~ 2629. i 2by/ 

~¢ _ ~ 2 r Z i "1 Fb2V/ 2bY i U~ 2r/~.] 

~--~,)- ~: ~.i~,) 
where A, B and C are the coefficients of the correlated least squares quadratic (i.e. eq. (4)) reatl from left to right. 
~i] is the Kronecker delta. 

The exact standard error" in file intercept, o a, is calculated from the expression 

.~ ~ f(~...~1! __1,, L /'C3a "12 I 2Pi [ Oa t [  Oa '~/ =;: <.,., + -- . _ _  + 

t" ~I~X i] ¢o{Xi) ~ r i J  ¢o(Y i) ~ )  ~i]\~iYJ 
where 

and 

aa { z, / 2 ~ -,z2 _w (a¢/Org)X/ 

i i i 
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